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Abstract of the contribution: This contribution proposes a new solution for Key Issue #1.
1. Discussion
As indicated in Key Issue #1: Enhancements to LCS to support Direct AI/ML based Positioning, the following contents will be studied to support AI/ML based Positioning for Cases 2b, 3b:
-	Study whether and how an AI/ML model for direct AI/ML positioning (i.e. case 2b/3b) is handled:
-	Which entity trains the model for direct AI/ML positioning and if the entity that train the model and the consumer are different, how the model consumer get the trained AI/ML model;
-	Which entity acts as the model consumer that will use the trained model to perform inference and/or derive UE location;
-	Define procedures for data collection with objective to train AI/ML models for direct AI/ML positioning.
-	Whether and how to support direct AI/ML positioning at LMF with additional 5GC enhancements.
-	How to monitor model performance for ML models used for direct AI/ML based positioning.
According to the definition of TS23.288[5], an NWDAF may have the accuracy checking capability for Analytics and/or ML Models. The NWDAF may provide the accuracy information to consumers when requested or use it for its internal processes. The NWDAF (containing AnLF/MTLF) with accuracy checking capability decides to initiate Analytics Accuracy Monitoring based on:
-	A request from an analytics accuracy consumer. The analytics accuracy consumer may be an NWDAF containing AnLF, NWDAF containing MTLF or an analytics consumer NF.
-	Analytics Feedback Information which may be provided by an Analytics Consumer NF.
The NWDAF containing MTLF may collect location information for a target UE or a group of target UEs from the LCS system. MTLF determines ML Model degradation based on newly collected test data and retrains or reprovisions the existing AI/ML positioning Model. LMF may provide inference data to NWDAF containing MTLF for model accuracy monitoring and the NWDAF containing MTLF determines retraining or re-provisioning of the AI/ML positioning model.
Thus, this contribution proposes to define the procedures of MTLF-based model performance monitoring for AI/ML positioning.
2. Text Proposal
It is proposed to agree the following solution into TR 23.700-84.
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Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases
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* * * * Second change * * * *
[bookmark: _Toc500949097][bookmark: _Toc92875660][bookmark: _Toc157747894][bookmark: _Toc93070684][bookmark: _Toc157534623]6.X	Solution #X: MTLF-based model performance monitoring for AI/ML positioning<Solution Title>
[bookmark: _Toc157534624][bookmark: _Toc157747895][bookmark: _Toc92875662][bookmark: _Toc93070686]6.X.1	Description
Editor's note:	This clause will describe the solution principles and architecture assumptions for corresponding key issue(s). Sub-clause(s) may be added to capture details.
This solution addresses Key Issue #1 "Enhancements to LCS to support Direct AI/ML based Positioning" regarding how to monitor model performance for ML models used for direct AI/ML based positioning. And assumes LMF with an AI/ML model for inference capability.
According to the definition of TS23.288[5], an NWDAF containing MTLF has the accuracy checking capability for Analytics and/or ML Models. 
The LMF may perform the AI/ML positioning inference and provide it to consumers when requested by consumer. The LMF may provide inference data to MTLF for model monitoring. The MTLF performs AI/ML positioning model monitoring based on requests from LMF.
[bookmark: _Toc93070687][bookmark: _Toc157534625][bookmark: _Toc92875663]The MTLF may collect UE location information from UE, RAN, AMF, GMLC and AF as described in TS 23.273 [7]. MTLF trains ML Model and monitors AI/ML positioning Model performance based on newly collected UE data and re-trains or re-provisions the existing AI/ML positioning Model.
[bookmark: _Toc157747896]6.X.2	Procedures
Editor's note:	This clause describes high-level procedures and information flows for the solution.


Figure 6.X.2-1: Procedure of MTLF-based model performance monitoring for AI/ML positioning
1.	The AF/Consumer NF subscribes to the LMF to request AI/ML Positioning.
2.	The LMF performs UE location data collection from UE, RAN, AMF and GMLC as described in TS 23.273 [7].
Editor’s Note: The details on enhancements to those procedures in step2 are FFS.
3.	The LMF uses the trained ML Model for direct AI/ML based positioning.
4.	The LMF notifies AI/ML Positioning inference to the AF/Consumer NF, and may send the inference to MTLF for monitoring model performance.
5.	The MTLF performs UE location data collection for monitoring model performance of AI/ML positioning inference.
NOTEX: UE location data collection as ground truth data, e.g., via application layer, is out of this solution’s scope.
6.	The MTLF obtains model performance based on the collected UE location data and may decide to re-train/re-provision the ML Model for LMF.
7.	The MTLF provides a model performance report to LMF. When the newly generated or re-trained ML Model is ready, the MTLF sends a new or re-trained ML Model to the LMF.
Editor’s Note: It is FFs whether UE location calculated by model and UE location inquired by MTLF can be obtained with sufficiently small time difference for accuracy estimates.

[bookmark: _Toc157747897]6.X.3	Impacts on services, entities and interfaces
Editor's note:	This clause captures impacts on existing services, entities and interfaces.
MTLF:
-	Supports to monitor AI/ML positioning model performance.
-	Supports to generate new or re-trained AI/ML positioning models.
LMF:
-	Supports to provide inference of AI/ML positioning to MTLF.
RAN:
-	Supports to provide UE location data to LMF.
UE:
-	Supports to provide UE location data to LMF.
* * * * End of changes * * * *
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